
In the current phase of the COVID-19 pandemic, 
waves of SARS-CoV-2 infection are driven by 

novel variants and their sublineages, which continue 
to cause illness and death with potential to disrupt 
society. Government policies to mitigate those ef-
fects are more effective if they are put in place early 
but have substantial associated costs and therefore 
should not be implemented unless necessary. Evalu-
ating the threat of an emergent variant to determine 
a proportionate response requires time to gather evi-
dence. Global surveillance of SARS-CoV-2 and other 
respiratory pathogen genome sequences aims to con-
tribute to the rapid detection of novel variants so that 
countries have more time to make policy decisions to 

respond. However, few countries have the capacity 
and resources for timely national surveillance, result-
ing in gaps in international monitoring.

During the first few years of the pandemic, 
Hong Kong implemented a strict traveler quarantine 
protocol (1). Travelers underwent testing for SARS-
CoV-2 infection during their quarantine, and 10% 
of detected imported infections were sequenced. 
Retrospective sequence data from those travelers re-
flects the global emergence and spread of variants 
over time. In some instances, traveler-based testing 
in Hong Kong detected variant circulation in other 
nations before it had been domestically sequenced 
and uploaded to GISAID (https://www.gisaid.org). 
The Hong Kong border screening experience sug-
gests opportunities for traveler-based surveillance 
to speed up detection of novel variants and compen-
sate for internationally incomplete coverage of do-
mestic genomic surveillance.

To pilot this approach, the United States sampled 
arrival flights from countries with a high travel vol-
ume (India, South Africa, Nigeria, Brazil, France, 
United Kingdom, Germany) for voluntary surveil-
lance testing (2). During November 2021–January 
2022, the United States achieved a 10% response rate 
and detected Omicron BA.2 seven days earlier and 
Omicron BA.3 forty-three days earlier than anywhere 
else in the country.

In the United Kingdom, although traveler-based 
surveillance was not used when border measures 
were decreased in 2022, previous traveler-based test-
ing policies required inbound passengers to undergo 
testing shortly after arrival (3). The United Kingdom 
also conducted  a large community survey of SARS-
CoV-2 surveillance, and all patients experiencing 
symptomatic respiratory disease in hospital under-
go testing for SARS-CoV-2 infection (4). Although  
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Earlier global detection of novel SARS-CoV-2 variants 
gives governments more time to respond. However, few 
countries can implement timely national surveillance, re-
sulting in gaps in monitoring. The United Kingdom imple-
mented large-scale community and hospital surveillance, 
but experience suggests it might be faster to detect new 
variants through testing arrivals in England for surveil-
lance. We developed simulations of emergence and im-
portation of novel variants with a range of infection hos-
pitalization rates to the United Kingdom. We compared 
time taken to detect the variant though testing arrivals at 
borders in England, hospital admissions, and the general 
community. We found that sampling 10%–50% of arriv-
als at borders in England could confer a speed advan-
tage of 3.5–6 weeks over existing community surveillance 
and 1.5–5 weeks (depending on infection hospitalization 
rates) over hospital testing. Directing limited global capac-
ity for surveillance to highly connected ports could speed 
up global detection of novel SARS-CoV-2 variants.
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reporting times were variable across those testing 
routes, Omicron was isolated and detected in England 
from a mandatory day 2 border test in an inbound 
traveler on November 16, 2021 (5). This test was 5 
days earlier than a non–travel-associated sample that 
was obtained on November 21. Moreover, most of the 
earliest samples of Delta during the first 2 weeks of 
detection in the United Kingdom were also collected 
from travelers, despite the availability of universal 
testing in the community alongside surveillance at 
that time (6). To explore the potential utility of bor-
der screening for more rapid detection of variants, we 
simulated the time to obtaining a sample of an im-
ported novel variant for genomic sequencing through 
sampling arrivals at ports in England, compared with 
existing large-scale community surveillance and test-
ing of persons who came to a hospital. 

Methods
Variants in our scenarios are considered to be im-
ported from a country of a similar level of connect-
edness as between England and China. Over the 
most recent winter (December 2022–January 2023), 
China showed a huge increase in transmission of 
SARS-CoV-2 and resulting deaths after lifting of 
regulations that were part of previous Zero-COVID 
policy (7). This transmission risks the emergence of 
novel variants that could have a major effect on the 
epidemiology of COVID-19 elsewhere in the world. 
We replicated simulations for 4 scenarios of import-
ed novel variants with infection hospitalization rates 
(IHRs) of 1.0%, 1.5%, 2.0%, and 2.5%. During the ini-
tial spread of the Alpha variant, the IHR was esti-
mated at 1.0%–2.0%, which caused major impact and 
resulted in the reintroduction of national lockdown 
laws to mitigate its spread (8,9).

We generated a single-wave epidemic curve orig-
inating in an area with a total population of 60 million. 
The index case occurred on day 0. A Poisson distribu-
tion with a mean of 2 was assumed as the offspring 
distribution (i.e., each case, on average, transmits an 
infection to 2 other persons). The distribution of the 
generation time (the interval between the infection in 
a primary case and the infection in a secondary case 
caused by a transmission from the primary case) was 
assumed to be a gamma distribution with a shape 
parameter of 7 and a scale parameter of 1 Thus, the 
effective reproduction number was 2, and the aver-
age doubling time was 7 days. The offspring distribu-
tion for the first 2 generations was fixed at exactly 2. 
We assumed that the epidemic increased unchecked 
for 16 weeks, after which the mean of the offspring 
distribution was reduced to represent both control  

countermeasures and depletion of susceptible per-
sons in the population. Between the 17th and 26th 
generations, we reduced the mean by 0.1 at each suc-
cessive generation, such that the reproduction num-
ber was 1 at the 26th generation. From the 27th gener-
ation onward, the mean of the offspring distribution 
was reduced at each generation by 0.01786 (1/56).

The incubation period for each generated infec-
tion was drawn from the published pooled lognormal 
distribution in McAloon et al. (10). This procedure 
provides an estimated mean of 1.63 and SD of 0.5 for 
a normal distribution of the logged incubation period 
distribution. Published estimates of the infectious pe-
riod before and after symptom onset are extremely 
heterogeneous, as described in Byrne et al. (11). Thus, 
the presymptomatic infectious period was fixed at 2 
days, and the combined presymptom and postsymp-
tom infectious period for each generated infection 
was drawn from a normal distribution with a mean of 
10 days and an SD of 1.33 days. This procedure pro-
vides a relatively small probability of being infectious 
10 days after symptom onset, as reported by Singa-
nayagam et al. (12). We rounded those 2 periods to 
an integer, providing the duration for disease. Daily 
prevalence as estimated by combining the simulated 
cases over their duration for all days after the day the 
index case occurred. In the simulations, the period 
postinfectiousness in which PCRs could still detect vi-
rus was ignored. The simulated epidemic curve was 
truncated at 300 days.

We obtained the number of incoming travelers on 
each day that were incubating or infectious by using a 
draw from a binomial distribution. We assumed that 
the number of daily travelers was fixed at 250 and a 
probability equal to the origin areas prevalence on 
that day (i.e., assuming that persons infected are as 
equally likely to travel as persons not infected).

For detection at the border, conditional on the 
simulations having >1 infected traveler, we selected 
a representative sample ranging from 10% to 50% 
of travelers for testing. We further assumed that the 
percentage who are in an infectious state (detectable) 
was 73%, the sensitivity of the test 85%, and the per-
centage of positive test results,  50%. We used those 
percentages as the probability of draws from inde-
pendent Bernoulli distributions; a detection was de-
clared if each of those draws were 1.

We assumed growth in the destination country to 
be the same as growth in the origin area. Incubating 
or infectious incursions were drawn from a Bernoulli 
distribution with a probability of 73%. The time re-
maining in these states was obtained from a uniform 
distribution and the mean of the offspring distribution 
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modified to account for this time. We assumed that 
travelers would spend all of their infectious period in 
the destination country. Daily incidence and preva-
lence of cases in the destination country were generat-
ed, but with the destination country population being 
assumed to be 56 million. We simulated 1,000 destina-
tion country epidemics.

For detection of a simulated case in the hospi-
tal setting, we assumed IHRs of 1.0%–2.5% and al-
located simulated cases to presence in a hospital 
by using a draw from a Bernoulli distribution with 
a probability of 1%. We assumed that time to seek-
ing care at a hospital because of infection followed 
a gamma distribution with a shape parameter of 1.4 
and a scale parameter of 4 (i.e., giving a mean of 5.6 
days, but with substantial variation). The percentage 
of persons seeking care who were tested was 50%; 
sensitivity of the test and percentage of positive test 
results sequenced were set as previously stated. Sim-
ulations were applied to each of the 1,000 destination 
country epidemics.

For detection of a simulated case in a community 
setting, we used a range of community cohort surveil-
lance sizes from 20,000 (≈0.04% of the population) to 
200,000 (≈0.36% of the population). We assumed that 
each person in this surveillance was tested every 2 
weeks. We applied simulations to each of the 1,000 
destination country epidemics The number detected 
each day obtained from a draw from a binomial dis-
tribution by using the number tested each day and 
the simulated daily prevalence, combined with the 
sensitivity of the test and the percentage of positive 
test results.

The time to detecting a case from border, hospi-
tal, and community testing has been summarized by 
using the empirical 5th, 25th, 50th, 75th, and 95th per-
centiles of the simulation sets. We ran simulations us-
ing Stata version 17.0 (StataCorp LLC, https://www.
stata.com). For all simulation sets, we used a unique 
random number seed in a 64-bit Mersenne Twister 
pseudo-random number generator (default pseudo-
random number generator in Stata). A detailed tech-
nical description of the methods used is available 
(https://wwwnc.cdc.gov/EID/article/29/11/23-
0492-App1.pdf).

Results
First, we simulated the time to detection of an import-
ed novel variant through different sampling fractions 
(10%, 20%, 30%, 40%, and 50%) of traveler arrivals in 
England. We assumed that the prevalence of infection 
in the passenger population was equal to that of the 
epidemic curve generated for the country of origin 
over time (Appendix 1). In our scenarios, there was a 
nonlinear relationship between increasing sampling 
fraction and decreasing days to detection starting 
from 131 days to detection through sampling 10% of 
passenger arrivals (Table 1). The greatest reduction in 
time to detection was gained between sampling frac-
tions 10%–20%, which led to a median 8-day decrease 
in time to detection. Thereafter, the time gained be-
gan to decrease with increasing sampling fraction.

Next, we simulated the time to detection through 
testing 50% of persons coming to a hospital in Eng-
land. We assumed that growth in incidence in Eng-
land (the destination country) was the same as that 
in the country of origin. We ran simulations for sce-
narios where variants had IHRs of 1.0%, 1.5%, 2.0%, 
and 2.5%. Although time to detection in hospitals de-
creased with increasing IHR, in all 4 scenarios it took 
>10 days longer to detect a novel variant in hospitals 
than by sampling 10%–50% of travelers arriving in 
England (Table 2).

Finally, we simulated the earliest time to obtain-
ing a sample of an imported novel variant through 
testing a community cohort sampled for surveil-
lance. We ran scenarios implementing a sample size 
of 0.04% (20,000) to 0.36% (200,000) of the population 
in England, assuming the same growth in prevalence 
in the population over time as that assumed for inci-
dence. Increasing the size of the community cohort 
from 0.04% to 0.36% of the population decreased the 
time to detection by 3 weeks (175 days reduced to 154 
days) (Table 3). For the sample size of existing com-
munity surveillance in England, which comprises 
≈140,000 tests every 2 weeks, the simulated earliest 
time to detection was 157 days.

We found that, for border testing, the range of 
the median time to detection from the index case was 
131 days (10% of travelers tested) to 114 days (50% 
of travelers tested). This result compares with 150 
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Table 1. Simulated time to detect a novel variant since index case in study of traveler testing for surveillance of novel SARS-CoV-2 variants 

Percentage tested 
Empirical percentiles of simulated time to detection distribution, d 

5th 25th Median 75th 95th 
10 104 121 131 140 150 
20 96 114 123 131 141 
30 94 110 119 126 136 
40 89 107 115 123 131 
50 86 105 114 121 130 
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days (1% IHR) to 142 days (2.5% IHR) for the median 
of the earliest time to detection in hospitals, assum-
ing 50% of persons seeking care are tested. Also, we 
found medians of 175 days (testing a cohort of 0.04% 
of the population) versus 154 days (testing a cohort of 
0.36% of the population) for the earliest time to detec-
tion through community surveillance. Detailed study 
results are provided (https://wwwnc.cdc.gov/EID/
article/29/11/23-0492-App2.pdf).

Discussion
Our simulations indicate that sampling a relatively 
small percentage, 10%, of inbound travelers for sur-
veillance could reduce the time to detection of the first 
case of an imported novel variant of SARS-CoV-2 in 
the England by 26 days compared with existing com-
munity surveillance. Increasing sampling fraction of 
travelers to 50% could increase this speed advantage 
to 43 days. Depending on IHR (1.0%–2.5%), sampling 
10% of inbound travelers would also detect a variant 
11–19 days faster than testing hospital admissions 
for surveillance. However, sampling 50% of arrivals 
would lead to detection 4–5 weeks faster than hospi-
tal testing.

Our simulated results appear concordant with the 
closest available observed data. In the United States, 
testing 10% of passengers on arrival flights from 

countries with a high travel volume resulted in Omi-
cron BA.2 being detected 7 days earlier and Omicron 
BA.3 being detected 43 days earlier than anywhere 
else in the country (2). In comparison with our sce-
narios, a 10% sampling fraction resulted in detection 
of a novel variant 1.5–4 weeks sooner than in other 
settings. However, the extent to which further com-
parisons can be drawn between our results and this 
experience is limited. The scale of community and 
healthcare surveillance in the United States is much 
smaller than is assumed in our scenarios, and, unlike 
in our scenarios, US arrivals were required to present 
a negative test result before departure. In addition, 
the time between specimen collection and reporting 
sequence data can be extremely variable between test-
ing pathways, which makes it challenging to observe 
the speed advantage gained in this example through 
sampling strategy alone.

Our findings are also broadly in agreement with 
more distantly related retrospective data from com-
munity testing and policies such as managed quar-
antine services (MQS) and requirement to test on or 
shortly after arrival in a country. Testing inbound 
travelers has detected or collected some of the earli-
est samples of imported novel variants nationally and 
globally, even during periods when universal testing 
has been available in the community. In Hong Kong, 
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Table 2. Simulated time to detect a novel variant since index case through hospital testing in study of traveler testing for surveillance 
of novel SARS-CoV-2 variants 

Infection hospitalization rate (%) 
Empirical percentiles of simulated time to detection distribution, d 

5th 25th Median 75th 95th 
0.01 (1) 124 141 150 157 167 
0.015 (1.5) 122 138 147 154 162 
0.02 (2) 117 134 143 151 159 
0.025 (2.5) 115 132 142 149 159 

 

 
Table 3. Simulated time to detect a novel variant since index case through community testing in study of traveler testing for 
surveillance of novel SARS-CoV-2 variants 
Community testing cohort size (% 
destination country population) 

Time to detection (days since emergence of index case), summaries from 1,000 simulations 
5th percentile 25th percentile Median 75th percentile 95th percentile 

20,000 (0.04) 145 165 175 183 191 
30,000 (0.05) 144 161 170 178 187 
40,000 (0.07) 140 158 168 176 185 
50,000 (0.09) 138.5 156 166 175 184 
60,000 (0.11) 137 155.5 165 172 182 
70,000 (0.13) 137 154 163 171 181 
80,000 (0.14) 136 153 162 170 179 
90,000 (0.16) 133 151 161 169 177 
100,000 (0.18) 133.5 150.5 160 168 178 
110,000 (0.20) 130 150 159 167 176 
120,000 (0.21) 130 148 158 166.5 176 
130,000 (0.23) 130.5 149 158 165 174 
140,000 (0.25) 129 148 157 164 173 
150,000 (0.27) 129 146 156 163 172 
160,000 (0.29) 127.5 146 155.5 163 172 
170,000 (0.30) 127 146 155 164 173 
180.000 (0.32) 126 145 154 162 171 
190,000 (0.34) 128 145 154 162 173 
200,000 (0.36) 127 144.5 154 162 171 
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sequence data were collected for 10% of all infec-
tions detected through MQS. Retrospective analysis 
of those records and external data sources indicate 
that traveler-based testing was either a good reflec-
tion, or an early indicator, of the global emergence 
and spread of novel variants. For example, Omicron 
(B1.1.529) was detected in Hong Kong through a 
sample obtained in an MQS on November 13, 2021 
(13), which was uploaded to GISAID on November 
23 (13). This upload triggered UK investigations on 
November 24, resulting in government intervention 
to delay further introduction and spread (14). Most 
of the earliest samples of Omicron subsequently col-
lected in the United Kingdom were from persons who 
had recently traveled (5). Thus, Omicron samples 
collected through MQS in Hong Kong were able to 
be used as prospective evidence for policy decisions 
because of rapid genomic sequencing of samples and 
data reporting. In the United States, early samples of 
Omicron were also collected, frequently from persons 
who had a history of recent travel. However, long lag 
times from data collection to reporting indicated that 
this factor was not known until December 1, 2021 (15).

We also report that sampling 50% of persons 
seeking care at hospitals for surveillance in our sce-
narios detected a novel variant with an IHR of 2.5% 
≈8 days faster than a variant with an IHR of 1.0%. A 
lower IHR could either be caused by less severe dis-
ease associated with the variant or the availability of 
effective COVID-19 therapies preventing severe out-
comes. An increased number of persons seeking care 
at hospitals when IHR is greater reduces the speed 
advantage gained through traveler-based surveil-
lance. However, waves of infection caused by vari-
ants that have higher IHRs are more likely to be de-
tected earlier in the country of emergence as a result 
of increasing hospital visits. This factor often already 
offers governments outside the country of emergence 
some advanced warning of the impact of a new wave 
of infection associated with greater illness and death, 
despite gaps in global genomic surveillance. There-
fore, the greatest potential impact of early detection 
through genomic surveillance might be for those vari-
ants that have an IHR large enough to cause societal 
disruption but low enough that it is slower to identify 
through hospital admissions.

To simulate the time to detection of an imported 
novel variant in England in each of our scenarios, we 
have made some simplifying assumptions. We have 
assumed that the prevalence of infection in air pas-
sengers is the same as that in the country of origin at 
the time of the departure of their flight, specimens are 
collected from a random sample of passengers, and 

the variant doubling time in the destination country 
is the same as that of in country of origin once seed-
ed. A lower reproductive rate across both countries 
would have extended the time to detection of a novel 
variant across all surveillance strategies. However, a 
lower reproductive rate in only the destination coun-
try would have increased the speed advantage of bor-
der surveillance testing strategies.

We have also considered only direct incursions 
from the country of emergence of a novel variant 
to the destination country. We have not considered 
the effect of indirect incursions linked to infected 
travelers arriving from other countries where trans-
mission might also be occurring. This decision is a 
simplification of observed human behavior, popula-
tion immunity profiles, and transmission dynamics. 
However, we do not expect that a model compris-
ing more complex representations of those processes 
would result in greatly different overall conclusions. 
We have also not attempted to carry out an econom-
ic evaluation of each surveillance strategy. Although 
such an evaluation is a major factor in policy and 
public health decisions, it would require a detailed 
cost-effectiveness analysis that is beyond the scope 
of this study.

In this report, we have focused the results and 
discussion on simulated scenarios that compare bor-
der surveillance with existing surveillance in hospi-
tals and the community in England and the United 
Kingdom. However, this surveillance in England 
achieved greater coverage than for most countries. 
Therefore, as routine testing and surveillance for 
SARS-CoV-2 is decreasing globally, this study prob-
ably provides conservative estimates of the potential 
speed advantage that could be gained through travel-
er-based surveillance approaches. Also, if there were 
concerns about a specific country at any point in time, 
temporary programs would be able to achieve high 
sample proportions at the border with only limited 
numbers of samples compared with other ongoing or 
potential global programs.

It is useful to recognize that the collection of 
a sample of a novel variant for detection is the first 
step to evaluate the threat of a novel variant. In our 
scenarios, we do not consider the time it takes to se-
quence and report data obtained from a sample. Se-
quencing and reporting times are extremely variable 
across countries which can greatly reduce the time 
gained through effective sampling approaches (16). 
In addition, a full threat assessment requires robust 
estimates of severe outcomes in addition to temporal 
and geospatial descriptions of variant epidemiology 
to inform policy decisions.
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Global surveillance of SARS-CoV-2 genome se-
quences contributes to rapid detection of novel variants 
to give governments more time to respond. However, 
few countries have capacity to implement national sur-
veillance with timely sequencing and reporting, result-
ing in major gaps in global coverage of surveillance. In 
our scenarios, directing limited global capacity for sur-
veillance to the most highly connected ports could pro-
vide governments with much more time to respond to 
future novel variants of SARS-CoV-2 and their sublin-
eages. Beyond informing national approaches to sur-
veillance, this approach also underscores the potential 
usefulness of international collaboration to achieve 
high global coverage of surveillance and provide gov-
ernments with more time to make policy decisions to 
respond to novel variants of SARS-CoV-2.
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Simulation Study of Surveillance Strategies 
for Faster Detection of Novel SARS-CoV-2 

Variants 
Appendix 1 

Methods for earliest detection a novel variant by border testing, hospital, and 
community surveillance 

Simulated epidemic at origin 

A single occurrence of a novel variant occurs on day zero (𝑑𝑑0). To obtain the resultant 

epidemic curve, offspring, and generation time, distributions of 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(2) and Γ(7,1) were 

used respectively with the offspring fixed at 2 for the first 2 generations to ensure the epidemic 

establishes (Appendix 1 figure 1). Random draws of generation times were rounded to the 

nearest integer. 

This choice of offspring and generation time provides an epidemic curve where 𝑅𝑅0 is 2 

with a doubling time of 7 days. The variant was assumed to grow unchecked for 16 generations, 

after which the mean of the offspring distribution was reduced by 0.1 of each successive 

generation to obtain an offspring distribution 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(1) at the 26th generation, i.e., 𝑅𝑅𝑡𝑡 of 1 

after around 6 months. From the 27th generation onwards, the mean of the offspring distribution 

was reduced at each generation by 0.01786 (1/56). 

Fifty-two generations were simulated, but a 300-day cut off used to ensure that chains 

with shorter than average generation times did not impact completeness of simulated infections, 

there being a probability of around 0.0002 of obtaining a sum of 52 draws from  

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(Γ(7,1), 1) being <300. 

https://doi.org/10.3201/eid2911.230492
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For each simulated infection 𝑘𝑘, the day of infection 𝑑𝑑𝑘𝑘 was obtained by summation of the 

generation times for their predecessors. The incidence on day 𝑑𝑑 is obtained by a summation over 

all 𝑛𝑛 infections, 𝐼𝐼𝐼𝐼𝑑𝑑 = ∑ (𝑑𝑑𝑘𝑘 == 𝑑𝑑)𝑛𝑛
𝑘𝑘=1 , where (𝑑𝑑𝑘𝑘 == 𝑑𝑑) is 1 if 𝑑𝑑𝑘𝑘 equals 𝑑𝑑, 0 otherwise. The 

simulated epidemic curve is shown in Appendix 1 Figure 2, for which the cumulative incidence 

up to day 300 since 𝑑𝑑0 is around 23,000,000. 

For each simulated infection, a log incubation period was obtained from a random draw 

from 𝑁𝑁(1.63,0.5), with time of symptom onset occurring at 𝑑𝑑𝑘𝑘𝑠𝑠 = 𝑑𝑑𝑘𝑘 + 𝑙𝑙𝑘𝑘. The 10th, 50th, and 

90th centiles for this incubation period distribution are ≈2.7, 5.1, and 9.7 days, respectively 

(Appendix 1 Figure 3) (1). 

The infectious period distribution was assumed to be 𝑁𝑁(10,1.33), with the period of 

infectiousness beginning 2 days before symptom onset. Thus, the first day of being infectious for 

the 𝑘𝑘𝑡𝑡ℎ infection occurs on day 𝑑𝑑𝑘𝑘𝑠𝑠 − 2. If 𝑑𝑑𝑘𝑘𝑠𝑠 − 2 < 𝑑𝑑𝑘𝑘 then 𝑙𝑙𝑘𝑘 is set to 0, and if 𝑑𝑑𝑘𝑘𝑠𝑠 − 2 > 19 

then 𝑙𝑙𝑘𝑘 is set to 19. Appendix 1 Figure 3 provides a visualization of the assumed incubation 

period distribution and the temporal probability of infectiousness (2,3). 

The pre-infectious period (𝑑𝑑𝑘𝑘 to 𝑑𝑑𝑘𝑘𝑠𝑠 − 3) and infectious period (𝑑𝑑𝑘𝑘𝑠𝑠 − 2 to 𝑑𝑑𝑘𝑘𝑠𝑠 − 2 +  𝑖𝑖𝑘𝑘) 

are combined and the prevalence of being in either state on day 𝑑𝑑 is obtained from 𝑃𝑃𝑃𝑃𝑑𝑑 =
1
𝑁𝑁𝑜𝑜
∑ �𝑑𝑑𝑘𝑘 ≤ 𝑑𝑑 ≤  (𝑑𝑑𝑘𝑘 + 𝑙𝑙𝑘𝑘 + 𝑖𝑖𝑘𝑘 − 2)�𝑛𝑛
𝑘𝑘=1 , where 𝑑𝑑𝑘𝑘 ≤ 𝑑𝑑 ≤ (𝑑𝑑𝑘𝑘 + 𝑙𝑙𝑘𝑘 + 𝑖𝑖𝑘𝑘 − 2) is 1 if 𝑑𝑑 is greater 

or equal to 𝑑𝑑𝑘𝑘and less than or equal to 𝑑𝑑𝑘𝑘 + 𝑙𝑙𝑘𝑘 + 𝑖𝑖𝑘𝑘 − 2, 0 otherwise. The infection prevalence is 

shown in Appendix 1 Figure 4. 

Simulated epidemics at destination 

For each day from 𝑑𝑑0 it is assumed for simplicity, that there are a fixed number of direct 

air travelers 𝑛𝑛𝑡𝑡 departing the origin for the destination. These travelers are assumed to have the 

same infection prevalence as the origin on the day of departure and all flights depart and arrive 

on the same day. On day 𝑑𝑑 the number of infected travelers is obtained from a random draw 

from 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑛𝑛𝑡𝑡 ,𝑃𝑃𝑃𝑃𝑑𝑑). A simulated infected traveler is in the infectious state if a random 

draw from 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�1,𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖� is equal to 1, otherwise they are in a pre-infectious state. For the 

simulated incursions in both the pre-infectious and infectious state, the time in their state has 

been reduced by multiplication with a random draw from a uniform distribution 
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𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈([0,1]), and for those in the infectious state, their simulated number of offspring has 

similarly been reduced. 

One thousand simulated incidence growth curves have been generated from the simulated 

incursions, for a total of 30 generations. For simplicity, it is assumed that the offspring 

distribution and generation time distribution are the same as at the origin. While this is likely to 

be true for the latter, for the former this would implicitly assume that population mixing in the 

origin and destination are similar. It has also been assumed that detection is only possible during 

the infectious state, and the post infectiousness period where PCR tests could still detect virus 

has been ignored. Thus, 𝐼𝐼𝐼𝐼𝑑𝑑 = ∑ (𝑑𝑑𝑘𝑘𝑠𝑠 == 𝑑𝑑)𝑛𝑛
𝑘𝑘=1 , where (𝑑𝑑𝑘𝑘𝑠𝑠 == 𝑑𝑑) is 1 if 𝑑𝑑𝑘𝑘𝑠𝑠  equals 𝑑𝑑, 0 

otherwise. 

The incidence growth curves have been converted to disease prevalence growth curves by 

using the same methods previously described but ignoring the days in the pre-infectious state. 

These are shown in Appendix Figures 5 and 6. 

The disease prevalence on day 𝑑𝑑 is obtained from 𝑃𝑃𝑃𝑃𝑑𝑑 = 1
𝑁𝑁𝐷𝐷
∑ �𝑑𝑑𝑘𝑘𝑠𝑠 − 2 ≤ 𝑑𝑑 ≤𝑛𝑛
𝑘𝑘=1

 (𝑑𝑑𝑘𝑘𝑠𝑠 − 2 + 𝑖𝑖𝑘𝑘)�, where 𝑑𝑑𝑘𝑘𝑠𝑠 − 2 ≤ 𝑑𝑑 ≤  (𝑑𝑑𝑘𝑘𝑠𝑠 − 2 + 𝑖𝑖𝑘𝑘) is 1 if 𝑑𝑑 is greater or equal to 𝑑𝑑𝑘𝑘𝑠𝑠 − 2 and 

less than or equal to 𝑑𝑑𝑘𝑘𝑠𝑠 − 2 + 𝑖𝑖𝑘𝑘, 0 otherwise. 

While for most simulations the growth of incident cases is modest, there are a small 

proportion where exceptional growth is observed. Because the objective was to gain an 

understanding of the earliest time to detection, no account has been taken of either depletion of 

those susceptible in the population or effective control measures both of which would cause the 

simulations with exceptional growth to turn over and decline. It has been assumed that such 

behavior would only occur post the earliest detections so are not a major consideration. 

Time to earliest detection 

For each of testing arrivals at the border, testing those sufficiently ill to present at a 

hospital, and testing those enrolled in community surveillance, simulations were implemented as 

outlined in future sections with one thousand such simulations performed for each. For all 

simulation sets, a unique random-number seed was used in a 64-bit Mersenne Twister pseudo-

random-number generator. 
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The simulated earliest time of detection, i.e., earliest specimen date, ignoring any sample 

processing and reporting delays is obtained for each simulation with selected centiles of the 

simulated distributions of earliest detection times presented. For results in the paper, the median 

time to earliest detection is presented, with time in relation to the occurrence of the very first 

case 𝑑𝑑0 being used throughout. 

Time to earliest detection for testing at the border (𝑻𝑻𝒃𝒃) 

The number of incoming travelers 𝑛𝑛𝑑𝑑𝐼𝐼  on each day that are either incubating or infectious 

is obtained by using a draw from 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑛𝑛𝑡𝑡 ,𝑃𝑃𝑃𝑃𝑑𝑑). For simplicity, an assumption that those 

traveling are independent of infection status has been made. Although this assumption will 

influence the time to earliest detection, which would occur later if prevalence in travelers is 

lower, it is unlikely to affect greatly any relative difference in the times to earliest detection at 

the border, or in either hospital or community surveillance. 

The number of infected travelers being tested on day 𝑑𝑑, 𝑛𝑛𝑑𝑑𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡is obtained by using a 

draw from 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑛𝑛𝑑𝑑𝐼𝐼 ,𝜋𝜋𝑡𝑡), provided 𝑛𝑛𝑑𝑑𝐼𝐼 >0. The test on the 𝑘𝑘𝑡𝑡ℎ simulated infection is 

considered positive (𝑏𝑏𝑘𝑘+) if it is an infectious state, not having a false negative test, and being 

successfully sequenced. This was obtained by multiplying the random draws from three 

Bernoulli distributions, 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�1,𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖�, 𝑏𝑏𝑏𝑏𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(1,𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠), and 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�1,𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠�, with a 

detection being declared if each of these draws are 1, otherwise considered a failure to detect. It 

has been assumed that the microbiological test has a sensitivity of 85%, and specificity of 100%, 

and that for technical reasons only 50% of positives isolates will lead to a sequence being 

successfully obtained. 

For each detection at the border 𝑏𝑏𝑘𝑘+, 𝑑𝑑𝑘𝑘𝑏𝑏
+is the day on which the positive specimen is 

taken. The time to earliest detection is 𝑇𝑇𝑏𝑏 = min
𝑘𝑘∈�𝑏𝑏𝑘𝑘

+�
𝑑𝑑𝑘𝑘𝑏𝑏

+. 

Time to earliest detection for testing at hospitals (𝑻𝑻𝒉𝒉) 

From each of the 1000 simulated disease incidence growth curves in the destination 

country, the number of infections each day that would result in a hospital admission 𝑛𝑛𝑑𝑑ℎ was 

obtained from a random draw from 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝐼𝐼𝐼𝐼𝑑𝑑 ,𝜋𝜋𝐼𝐼𝐼𝐼𝐼𝐼), provided 𝐼𝐼𝐼𝐼𝑑𝑑>0. The number of those 

hospitalized that will get tested, 𝑛𝑛𝑑𝑑ℎ
𝑡𝑡  was obtained from a random draw from 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�𝑛𝑛𝑑𝑑ℎ,𝜋𝜋ℎ�, 

provided 𝑛𝑛𝑑𝑑ℎ>0. 
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The 𝑘𝑘𝑡𝑡ℎ infected simulation is considered positive ℎ𝑘𝑘+ if it is not a false-negative test 

result and is successfully sequenced. This was obtained by multiplying random draws from two 

Bernoulli distributions, 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(1,𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠), and 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�1,𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠�, with a detection being 

declared if each of both these draws are 1, otherwise considered a failure to detect. 

For each hospital detection ℎ𝑘𝑘+, the day on which the positive specimen is taken 𝑑𝑑𝑘𝑘ℎ
+ was 

obtained from 𝑑𝑑𝑘𝑘𝑠𝑠 + 𝑡𝑡ℎ, where 𝑑𝑑𝑘𝑘𝑠𝑠  is the day of symptom onset of the 𝑘𝑘𝑡𝑡ℎ infection, and 𝑡𝑡ℎ is the 

time from symptom onset to hospitalization, taken as a random draw from a Γ(5,2) and rounded 

to the nearest integer as shown in Appendix 1 Figure 7. The time to earliest detection is obtained 

by using 𝑇𝑇ℎ = min
𝑘𝑘∈�ℎ𝑘𝑘

+�
𝑑𝑑𝑘𝑘ℎ

+. 

Time to earliest detection for testing in the community (𝑻𝑻𝒄𝒄) 

It has been assumed that persons in community surveillance test every 2 weeks, and for 

simplicity the number of daily tests is 𝑛𝑛𝑐𝑐
14

. From each of the 1000 simulated disease prevalence 

growth curves in the destination country, the number of simulated prevalent infections that 

would be tested on day 𝑑𝑑 in community surveillance 𝑛𝑛𝑑𝑑𝑐𝑐
𝑡𝑡  was obtained from a random draw from 

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 �𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 �𝑛𝑛𝑐𝑐
14

, 1� ,𝑃𝑃𝑃𝑃𝑑𝑑�, provided 𝑃𝑃𝑃𝑃𝑑𝑑>0. 

The 𝑘𝑘𝑡𝑡ℎ infected simulation is considered positive 𝑐𝑐𝑘𝑘+ if it is not a false negative test and 

is successfully sequenced. As before, this was obtained by multiplying random draws from two 

Bernoulli distributions, 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(1,𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠), and 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�1,𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠�, with a detection being 

declared if each of these draws are 1, otherwise considered a failure to detect. For each detection 

in the community 𝑐𝑐𝑘𝑘+, 𝑑𝑑𝑘𝑘𝑐𝑐
+is the day on which the positive specimen is taken. The time to earliest 

detection is obtained by using 𝑇𝑇𝑐𝑐 = min
𝑘𝑘∈�𝑐𝑐𝑘𝑘

+�
𝑑𝑑𝑘𝑘𝑐𝑐

+. 
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Appendix1 Table. Parameters used 
  Symbol Estimates/distributions used 
Population of origin 𝑁𝑁𝑂𝑂 60,000,000 
Population of destination 𝑁𝑁𝐷𝐷 56,000,000 
Offspring 𝑐𝑐𝑘𝑘 Poisson(2) 
Generation time 𝑔𝑔𝑘𝑘 round(Γ(7,1), 1) 
Incubation period 𝑙𝑙𝑘𝑘 round�eN(1.63,0.5), 1� 
Infectiousness period 𝑖𝑖𝑘𝑘 round(N(10,1.33), 1) 
Day of infection for the 𝑘𝑘𝑡𝑡ℎ simulated infection 𝑑𝑑𝑘𝑘  
Day of symptom onset for the 𝑘𝑘𝑡𝑡ℎ simulated 
infection 

𝑑𝑑𝑘𝑘𝑠𝑠   

Infection incidence in origin on day 𝑑𝑑 𝐼𝐼𝐼𝐼𝑑𝑑  
Disease incidence in destination on day 𝑑𝑑 𝐼𝐼𝐼𝐼𝑑𝑑  
Infection prevalence in origin on day 𝑑𝑑 𝑃𝑃𝑃𝑃𝑑𝑑  
Disease prevalence in destination on day 𝑑𝑑 𝑃𝑃𝑃𝑃𝑑𝑑  
Direct travelers per day 𝑛𝑛𝑡𝑡 100, 250, 500 
Proportion of travelers tested 𝜋𝜋𝑎𝑎 0.01, 0.02, 0.05.0.10, 0.20 
Probability infectious 𝚤𝚤𝑘𝑘 (𝑙𝑙𝑘𝑘 + 𝚤𝚤𝑘𝑘 − 2)⁄�������������������� 𝜋𝜋𝑖𝑖𝑖𝑖𝑖𝑖 0.73 
PCR Test sensitivity 𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 0.85 
Positive successfully sequenced 𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠 0.5 
IHR 𝜋𝜋𝐼𝐼𝐼𝐼𝐼𝐼 0.005,0.01,0.015,0.02,0.025 
Proportion of hospital presentations testing 𝜋𝜋ℎ 0.1, 0.2, 0.3, 0.4, 0.5 
Time to hospital presentation 𝑡𝑡ℎ round((Γ(5,2), 1) 
Size of community surveillance 𝑛𝑛𝑐𝑐 20,000–200,000 (steps of 10,000) 

 
 
 
 

https://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32759252&dopt=Abstract
https://doi.org/10.1136/bmjopen-2020-039856
https://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32794447&dopt=Abstract
https://doi.org/10.2807/1560-7917.ES.2020.25.32.2001483


 

Page 7 of 10 

 

Appendix 1 Figure 1. Offspring (A) and generation time (B) distributions. 

 

 

Appendix 1 Figure 2. Simulated epidemic curve at the origin. 
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Appendix 1 Figure 3. incubation period distribution (A) and the probability of infectiousness (B). 

 

 

Appendix 1. Figure 4. Simulated infection prevalence at the origin. 
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Appendix 1 Figure 5. Simulated disease incidence growth curves within the destination country for 500 

arrivals per day by using daily prevalence from Appendix Figure 4. 

 

 

Appendix 1 Figure 6. Simulated disease prevalence growth curves within the destination country for 500 

arrivals per day. 
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Appendix 1 Figure 7. Time from symptom onset to hospitalization distribution. 
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Simulation Study of Surveillance Strategies 
for Faster Detection of Novel SARS-CoV-2 

Variants 
Appendix 2. 

Results of Simulations 

The 8 tables below provide the results of the simulations described in the main paper and 

Appendix 1. The nature of simulations means that each time they are run, there will be slight 

variation in the results produced (not significant enough to change the trends or overall 

conclusions reported). 

 
 
Appendix 2 Table 1. Summary statistics for the simulated earliest time to detection distribution for testing at the border with 250 
daily passengers, all times refer to days since the index case 

Proportion 
tested 

centiles 
1st 5th 10th 25th 50th 75th 90th 95th 99th 

0.010 115 127 136 150 166 184 206 221 253 
0.020 106 120 127 140 152 168 181 189 206 
0.030 98 112 121 133 146 158 169 174 189 
0.040 95 108 118 131 143 154 162 167 178 
0.050 91 111 118 128 139 149 157 162 175 
0.060 95 107 116 125 137 146 155 161 171 
0.070 90 109 116 125 135 144 152 156 164 
0.080 94 106 114 124 135 143 151 155 162 
0.090 92 106 112 121 131 140 149 153 160 
0.100 90 104 109 121 131 140 147 150 157 
0.110 89 100 109 120 130 139 146 150 158 
0.120 88 101 109 119 128 137 143 147 156 
0.130 88 102 108 119 128 136 143 148 153 
0.140 86 96 105 116 127 135 141 144 151 
0.150 80 99 106 116 126 135 141 145 151 
0.160 81 99 105 116 126 134 141 144 151 
0.170 84 98 106 115 123 132 140 144 148 
0.180 80 97 105 115 124 132 138 142 149 
0.190 79 98 106 115 123 132 138 141 147 
0.200 85 96 104 114 123 131 137 141 147 
0.210 80 97 104 113 123 130 137 140 146 
0.220 81 96 102 112 122 129 135 139 145 
0.230 78 96 103 111 121 129 135 138 144 
0.240 76 92 100 110 120 128 135 138 145 
0.250 80 94 100 110 120 128 134 137 143 
0.260 82 97 101 110 120 126 133 136 142 
0.270 76 95 102 110 119 127 133 137 144 
0.280 78 95 101 111 119 126 132 136 142 
0.290 73 92 101 109 118 126 132 136 142 
0.300 83 94 100 110 119 126 132 136 142 
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Proportion 
tested 

centiles 
1st 5th 10th 25th 50th 75th 90th 95th 99th 

0.310 76 94 100 109 118 126 131 135 141 
0.320 70 90 98 109 117 125 131 134 140 
0.330 72 89 97 108 117 125 131 135 140 
0.340 77 92 98 106 117 124 130 133 138 
0.350 75 89 97 108 116 124 130 134 139 
0.360 72 91 98 107 116 124 129 133 140 
0.370 65 90 97 106 115 123 130 133 137 
0.380 78 91 97 107 116 124 129 133 138 
0.390 66 91 97 106 115 122 129 132 138 
0.400 78 89 96 107 115 123 128 131 138 
0.410 78 90 97 105 115 123 128 131 138 
0.420 76 90 97 106 115 122 128 131 136 
0.430 74 86 96 107 115 122 128 131 137 
0.440 77 90 98 107 115 122 128 130 135 
0.450 65 87 95 106 115 122 127 132 138 
0.460 68 88 94 105 114 121 126 129 136 
0.470 75 90 96 105 113 120 127 129 135 
0.480 78 90 96 104 113 120 126 130 135 
0.490 73 88 95 105 114 121 126 129 134 
0.500 72 86 94 105 114 121 126 130 134 

 
 
 
 
Appendix 2 Table 2. Summary statistics for the simulated earliest time to detection distribution for testing at hospitals with seedings 
from 250 daily passengers 

IHR 
Proportion 

tested 
centiles 

1st 5th 10th 25th 50th 75th 90th 95th 99th 
0.005 0.10 128 143 150 161 171 178 185 188 195 
0.005 0.20 119 139 145 155 164 173 179 181 187 
0.005 0.30 114 134 140 151 161 168 175 178 183 
0.005 0.40 116 132 140 150 159 166 172 175 181 
0.005 0.50 117 128 137 146 156 164 169 173 179 
0.010 0.10 123 137 144 155 165 172 178 182 187 
0.010 0.20 115 131 137 147 157 165 172 175 181 
0.010 0.30 115 129 136 145 154 162 169 172 178 
0.010 0.40 108 124 131 141 151 159 165 168 173 
0.010 0.50 107 124 132 141 150 157 164 167 170 
0.015 0.10 112 133 139 151 161 168 174 178 183 
0.015 0.20 108 125 133 144 155 162 169 172 177 
0.015 0.30 101 122 129 142 152 159 165 168 174 
0.015 0.40 104 120 128 139 147 156 162 165 169 
0.015 0.50 108 122 128 138 147 154 159 162 167 
0.020 0.10 115 132 138 149 158 166 171 174 181 
0.020 0.20 108 123 131 142 152 160 166 168 174 
0.020 0.30 110 123 128 138 148 156 161 165 172 
0.020 0.40 102 119 126 137 146 154 160 163 166 
0.020 0.50 103 117 124 134 143 151 156 159 164 
0.025 0.10 111 128 135 147 156 163 169 173 177 
0.025 0.20 108 122 129 140 149 157 162 166 172 
0.025 0.30 104 118 127 138 147 154 159 162 168 
0.025 0.40 104 119 125 135 143 151 157 159 164 
0.025 0.50 104 115 122 132 142 149 155 159 163 
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Appendix 2 Table 3. Summary statistics for the simulated earliest time to detection distribution for testing at the border with 500 
daily passengers, all times refer to days since the index case 

Proportion 
tested 

centiles 
1st 5th 10th 25th 50th 75th 90th 95th 99th 

0.010 108 124 130 142 154 167 179 186 207 
0.020 103 114 122 131 143 153 163 170 181 
0.030 94 109 116 127 138 147 156 160 172 
0.040 93 106 112 122 135 144 152 156 163 
0.050 89 103 111 122 131 140 147 151 161 
0.060 87 102 109 118 129 136 143 146 155 
0.070 88 100 108 118 127 136 142 146 154 
0.080 79 98 106 116 125 133 140 143 149 
0.090 84 97 104 114 124 132 138 142 147 
0.100 82 96 103 114 124 132 137 140 147 
0.110 81 95 103 112 122 130 136 140 146 
0.120 79 94 103 112 121 129 136 138 143 
0.130 75 93 102 111 120 128 133 137 143 
0.140 77 93 100 110 119 127 133 137 140 
0.150 79 93 99 109 118 126 132 135 140 
0.160 75 92 98 108 118 125 132 136 140 
0.170 79 93 99 109 118 125 131 134 140 
0.180 73 89 97 108 116 124 130 133 138 
0.190 73 88 97 107 115 123 129 133 138 
0.200 76 91 97 105 114 122 127 131 137 
0.210 79 90 97 106 115 123 129 131 137 
0.220 74 92 97 106 114 121 127 130 137 
0.230 76 89 96 106 114 121 127 130 136 
0.240 72 87 93 104 113 121 126 130 134 
0.250 73 88 97 105 113 120 126 129 135 
0.260 68 89 95 105 113 120 126 129 133 
0.270 71 87 93 103 112 119 125 127 132 
0.280 70 87 95 104 112 119 124 128 134 
0.290 64 85 92 101 111 119 125 128 133 
0.300 65 83 91 102 111 118 125 127 132 
0.310 70 85 92 103 111 118 123 126 131 
0.320 70 86 92 102 111 117 123 125 130 
0.330 68 86 92 101 110 117 124 127 131 
0.340 71 84 90 101 110 117 123 126 131 
0.350 71 87 93 101 111 117 123 125 131 
0.360 69 86 92 100 109 116 121 125 130 
0.370 68 84 91 101 109 116 122 125 129 
0.380 68 84 92 100 109 116 121 124 127 
0.390 68 84 89 101 109 116 120 123 128 
0.400 71 84 90 100 109 116 121 123 128 
0.410 65 84 90 100 108 115 120 123 127 
0.420 71 86 91 100 107 114 120 122 127 
0.430 72 84 90 99 108 115 121 123 128 
0.440 69 82 88 98 108 115 120 123 129 
0.450 68 82 88 99 107 114 119 122 127 
0.460 65 81 88 98 107 115 120 123 128 
0.470 56 82 87 98 106 114 119 122 127 
0.480 61 83 89 98 106 113 118 121 127 
0.490 63 81 88 98 106 113 119 121 125 
0.500 63 79 87 97 106 113 118 121 127 
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Appendix 2 Table 4. Summary statistics for the simulated earliest time to detection distribution for testing at hospitals with seedings 
from 500 daily passengers 

IHR 
Proportion 

tested 
centiles 

1st 5th 10th 25th 50th 75th 90th 95th 99th 
0.005 0.10 115 135 143 154 163 171 177 179 184 
0.005 0.20 114 128 135 147 156 164 169 172 178 
0.005 0.30 117 127 133 144 153 161 167 169 173 
0.005 0.40 108 122 131 141 149 157 163 166 172 
0.005 0.50 109 121 130 140 148 156 161 164 169 
0.010 0.10 121 132 138 147 156 164 170 174 177 
0.010 0.20 109 123 128 140 149 157 163 167 172 
0.010 0.30 104 121 128 137 147 154 160 163 167 
0.010 0.40 105 119 125 135 144 151 157 160 167 
0.010 0.50 98 116 123 134 142 149 155 158 163 
0.015 0.10 110 128 133 144 153 160 165 168 172 
0.015 0.20 104 120 126 137 147 154 160 162 169 
0.015 0.30 103 118 125 134 143 151 156 159 164 
0.015 0.40 100 112 121 132 141 148 154 157 162 
0.015 0.50 95 112 119 130 139 145 151 154 158 
0.020 0.10 107 122 130 140 150 158 163 166 172 
0.020 0.20 106 118 125 135 144 152 157 161 166 
0.020 0.30 101 115 121 132 141 148 153 156 163 
0.020 0.40 104 114 119 129 139 146 151 154 159 
0.020 0.50 96 111 117 127 136 143 149 151 158 
0.025 0.10 107 121 130 139 148 155 162 164 169 
0.025 0.20 105 116 123 133 143 150 155 158 162 
0.025 0.30 95 114 120 130 138 146 151 154 159 
0.025 0.40 94 111 117 127 137 143 149 152 157 
0.025 0.50 96 108 115 125 134 141 147 150 154 

 
 
 
 
Appendix 2 Table 5. Summary statistics for the simulated earliest time to detection distribution for testing in community surveillance 
with seedings from 500 daily passengers 

Community 
survey size 

centiles 
1st 5th 10th 25th 50th 75th 90th 95th 99th 

20000 125 139 147 157 166 174 179 183 189 
30000 122 137 144 153 163 171 177 180 184 
40000 124 134 141 152 161 167 173 176 181 
50000 118 132 139 148 158 166 171 173 180 
60000 117 131 137 147 157 164 170 173 178 
70000 114 127 134 145 155 162 168 171 178 
80000 115 128 135 144 154 161 167 170 176 
90000 113 126 133 144 153 161 166 169 173 
100000 112 128 133 144 152 160 165 168 173 
110000 107 126 131 142 152 158 164 167 172 
120000 106 123 130 140 150 158 163 167 172 
130000 107 123 131 141 150 157 164 167 171 
140000 109 124 130 139 148 156 162 164 169 
150000 106 122 129 139 148 156 161 164 170 
160000 107 120 128 139 148 155 160 164 169 
170000 107 121 128 138 148 155 161 163 169 
180000 108 119 125 136 146 155 161 164 169 
190000 106 121 128 137 146 154 159 162 169 
200000 101 119 126 138 146 153 158 161 166 
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Appendix 2 Table 6. Summary statistics for the simulated earliest time to detection distribution for testing at the border with 100 
daily passengers, all times refer to days since the index case 

Proportion 
tested 

centiles 
1st 5th 10th 25th 50th 75th 90th 95th 99th 

0.010 118 135 143 159 180 >200 >200 >200 >200 
0.020 111 131 140 152 170 189 >200 >200 >200 
0.030 103 127 134 148 163 179 196 >200 >200 
0.040 108 123 129 142 156 171 186 195 >200 
0.050 105 118 126 139 153 165 179 188 >200 
0.060 103 117 125 137 150 163 174 182 199 
0.070 96 114 122 135 149 161 172 178 191 
0.080 97 114 121 134 146 156 167 172 186 
0.090 102 115 122 132 144 156 166 172 184 
0.100 101 115 122 132 144 154 163 169 180 
0.110 98 112 119 130 141 151 161 167 177 
0.120 95 112 117 128 140 150 159 164 174 
0.130 91 109 116 127 139 148 157 164 172 
0.140 97 111 118 128 138 148 157 161 168 
0.150 91 110 117 127 137 146 155 161 169 
0.160 91 105 114 126 137 146 154 159 168 
0.170 97 110 114 125 135 144 153 158 167 
0.180 89 105 114 125 134 143 152 157 164 
0.190 91 105 114 124 134 143 151 156 164 
0.200 87 104 112 123 133 142 150 154 162 
0.210 90 103 112 122 132 142 149 155 161 
0.220 89 105 111 122 132 141 148 151 158 
0.230 88 104 111 122 133 141 148 153 159 
0.240 91 104 110 120 132 141 147 152 159 
0.250 88 103 110 120 131 140 148 151 157 
0.260 83 103 110 121 131 140 146 150 158 
0.270 87 103 110 120 130 139 145 150 156 
0.280 80 102 111 120 130 138 144 149 154 
0.290 86 101 108 119 129 137 144 148 155 
0.300 83 100 107 118 128 137 143 148 156 
0.310 90 102 110 119 129 137 143 147 153 
0.320 87 103 110 118 128 136 143 147 152 
0.330 85 101 108 118 127 136 143 146 154 
0.340 88 100 108 117 127 136 142 146 154 
0.350 83 101 106 116 126 135 141 146 153 
0.360 78 100 107 116 126 135 142 145 152 
0.370 85 100 107 117 127 135 141 145 153 
0.380 82 97 106 116 126 134 141 145 150 
0.390 83 97 104 116 125 134 140 144 152 
0.400 78 99 106 116 125 133 139 143 150 
0.410 78 98 104 115 125 133 140 143 149 
0.420 82 99 106 116 125 133 139 144 151 
0.430 82 100 106 116 124 133 138 142 148 
0.440 77 100 106 115 124 132 139 142 149 
0.450 80 97 104 114 124 133 138 142 148 
0.460 81 95 103 115 124 131 138 141 148 
0.470 87 98 104 114 124 131 138 141 147 
0.480 80 97 105 114 123 131 138 141 146 
0.490 84 97 104 113 123 131 137 141 149 
0.500 84 98 104 113 123 131 136 140 148 
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Appendix 2 Table 7. Summary statistics for the simulated earliest time to detection distribution for testing at hospitals with seedings 
from 100 daily passengers 

IHR 
Proportion 

tested 
centiles 

1st 5th 10th 25th 50th 75th 90th 95th 99th 
0.005 0.10 135 151 159 170 180 189 196 199 >200 
0.005 0.20 125 146 153 164 174 182 188 192 198 
0.005 0.30 126 141 149 161 171 179 186 189 194 
0.005 0.40 120 139 146 158 167 175 182 186 192 
0.005 0.50 118 138 144 156 166 174 180 183 188 
0.010 0.10 128 146 152 163 173 183 189 192 197 
0.010 0.20 128 140 147 157 167 176 182 186 190 
0.010 0.30 120 136 143 153 164 172 178 182 188 
0.010 0.40 116 134 141 151 161 169 176 180 186 
0.010 0.50 114 132 140 151 160 168 175 178 184 
0.015 0.10 126 141 147 159 170 178 185 189 195 
0.015 0.20 118 135 143 154 164 173 179 182 187 
0.015 0.30 113 133 140 151 161 169 175 178 185 
0.015 0.40 112 130 136 147 157 165 173 176 182 
0.015 0.50 111 130 136 147 156 164 171 174 180 
0.020 0.10 123 139 147 157 167 176 183 186 193 
0.020 0.20 118 132 141 151 162 170 176 180 186 
0.020 0.30 110 129 136 148 157 166 172 176 182 
0.020 0.40 113 127 134 145 155 164 170 173 179 
0.020 0.50 106 127 134 144 154 161 168 171 177 
0.025 0.10 121 136 144 156 165 173 180 183 189 
0.025 0.20 114 131 138 149 159 167 174 177 182 
0.025 0.30 114 129 136 146 156 164 171 174 179 
0.025 0.40 110 126 133 144 153 162 168 171 175 
0.025 0.50 110 124 131 142 151 159 165 169 173 

 
 
 
 
Appendix 2 Table 8. Summary statistics for the simulated earliest time to detection distribution for testing in community surveillance 
with seedings from 100 daily passengers 

Community 
survey size 

Centiles 
1st 5th 10th 25th 50th 75th 90th 95th 99th 

20000 139 156 164 175 185 193 200 >200 >200 
30000 132 150 158 170 180 189 195 199 >200 
40000 136 151 157 168 178 187 193 197 >200 
50000 128 144 154 165 176 184 191 196 >200 
60000 129 147 153 164 174 183 190 193 198 
70000 124 144 150 163 173 181 189 192 198 
80000 125 144 150 162 172 180 186 190 196 
90000 122 141 149 160 171 179 185 189 194 
100000 128 142 149 159 169 177 184 187 194 
110000 123 138 147 158 169 177 183 186 192 
120000 123 138 147 158 168 176 183 186 192 
130000 125 140 147 157 167 175 182 185 190 
140000 124 141 148 158 167 175 182 185 191 
150000 121 136 144 156 165 174 180 184 191 
160000 119 138 146 156 165 174 180 184 189 
170000 116 135 143 153 164 172 179 182 188 
180000 118 136 143 154 164 173 178 182 188 
190000 118 135 143 154 164 172 177 181 188 
200000 117 134 142 153 163 171 178 181 187 

 


